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This paper extends Hansen (2007), which proposed a Mallows model averag-
ing (MMA) estimator for models with homoskedastic errors. The weights of the
models for the MMA estimator are determined by minimizing a criterion similar
to Mallows’ C), (MC). Our extension is a generalization of the MMA method.
The GC method works for both homoskedastic and heteroskedastic errors not
only as a model averaging method but also as a model selection method. For
heteroskedastic situations, Andrews (1991) showed asymptotic optimality for a
model selection criterion based on MC. However, Andrews (1991) did not pro-
vide a feasible form of this criterion, because of the difficulty associated with
the consistent estimation of the covariance matrix. We provide a way to avoid
the estimate of the covariance matrix, and are thus able to propose a feasible
form of the GC method. Under some regularity conditions, we show that the
GC method has asymptotic optimality not only as a model averaging method
but also as a model selection method for models with heteroskedastic errors.

Hansen (2007) proposed an MMA estimator. In his setup, the regressors are
assumed to be ordered, and the candidate regression models are assumed to be
nested. Wan, Zhang, and Zou (2010) extended the results of Hansen (2007),
by removing these assumptions. Our setup is similar to Wan, Zhang, and Zou
(2010). The following is our model:

oo
Yi = Wi +ej, pli = Zﬁjfﬂij, E (ei|z;) =0, (1)
j=1
for i =1,--- ,n, where y; is a real-valued scalar, z; = (zj1, %2, ) is a count-

ably infinite real-valued vector, p; is assumed to be converging in mean square,
and Ep? < oo. Our results almost all are condational on z;, for simplicity, we
omit the conditinal expression in some cases hereafter. The most important dif-
ference between our setup and that of Hansen (2007) and Wan, Zhang, and Zou
(2010) is that in their setup, the error term e; is assumed to be homoskedastic
and not heteroskedastic as in our setup. We assume that e; is independent over
i and E (e?|z;) = o?.
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The model averaging criterion is defined as follows:
GCp = |IY — P(W)Y|? + 2tr [QP (W)], (2)

where () is an n x n diagonal matrix whose ii element is 0. Then, the estimator

of the optimal weight vector is derived as WGC = argminw ey, GC,.
The feasible form of GC is

GCu =Y = P(W)Y|* +2) " &pis (W), (3)
i=1
with VAV@Z," = argminyen,, 5*5” A
Our aim is to show the optimality of Wg¢ under some regularity conditions.

We define the loss function and the risk function as L, (W) = || (W) — p/|*and
R, (W)= E (L, (W)|X) respectively. Then, optimality implies

L, (WGCn>
_— 1. 4
infy e, Lo (V) W
We get the following theorems on the optimalities of Weae and Wé‘én'
Theorem 1 For &, = infyepn, Ry (W) and some integer 1 < G < o0, if
E (ej%z;) <k < oo, (5)
M¢;26 Z 2 (W) =0, (6)
d0 < int; 02 < sup; o2 hen —2x0Veen) 2y here W0
and 0 < inf; o7 <sup, o; < 00, then Wfwer, Ln(W) 21, where m 18 a vector

whose mth element is one and all other elements are zeros.

Theorem 2 When Y., é2p;; (W) is used instead of tr [QP (W)], Theorem 2
1s valid if

n
O<limn‘120i2=?<oo, (7)
=1
p'p/n=0(1), (8)
—1/2
i s e = O (n717%), ®
!
pee v (10)
én
Hm Amax (1) = 00, 1og (Amax (1)) = O (n1/2> , (11)

where p = supyy ey, Maxi<i<n (Pii (W)), Amax (n) is the mazimum eigenvalue
of X'X with X denoting the matriz of the regressors of the largest model, and
Pm,ii 18 the ith diagonal element of P,y .



