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 We derived a second-order bias correction of Akaike Information Criterion (AIC) 
in structural equation models (SEM) under the normal assumption when the model is 
overspecified. Structural equation models (SEM) are among the most frequently used in 
social sciences. The goal of SEM is to express, more exactly, approximate the covariance 
structure of observed variables using relatively small number of parameters.  

The risk function based on the expected Kullback-Leibler discrepancy between 
the true model and the candidate model is: KL

ˆ2 ( | )R E E L⎡ ⎤= −⎢ ⎥⎣ ⎦y u Uθ , where ˆ( | )L Uθ  is 

the likelihood of the candidate model, 1( ,..., )n ′=U u u  is a matrix of n  future 
observations, and ui  is distributed according to the same distribution as yi . Furthermore, 

the bias of the risk function is given by: KL
ˆ2 ( | )B R E L⎡ ⎤= − −⎢ ⎥⎣ ⎦y Sθ , where ˆ[ ( | )]E Ly Sθ  

is the expected log likelihood. Then, the information criteria can be generically expressed 
as: ˆ ˆIC 2 ( | )L B= − +Sθ , where B̂  is a consistent estimator of the bias.  
 Now, as the notational preparations, we defined the partial derivatives, as follows:  
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Next, we defined the expectation of the moment matrices, as follows:  
 
( ) [ ( | ) ( | ) ]E ′= yI g y g yθ θ θ ; ( ) [ ( | )]E= yJ H yθ θ ; ( ) [ ( | )]E= yK C yθ θ ; 
( ) [ ( | )]E= yL Q yθ θ . 

 
Finally, we defined the coefficients in bias-correction terms, as follows:  
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 Yanagihara, Yuan, Fujisawa, and Hayashi (2007) derived the bias term of TIC as:  
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Because AIC and TIC are related with each other as  
 

{ }ˆˆAIC TIC + 2 ( )q β= − θ  with 1ˆ ˆ ˆˆ ˆ ˆ( ) tr{ ( ) ( ) }β −= I Jθ θ θ ,     (2) 

 
it follows that the bias term of AIC can be expressed using the bias term of TIC, as 
follows: 
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Now, because the bias of TIC is given in (1), the remaining task is to find the expression 
for ˆˆ[ ( )]E βy θ . Thus, we calculated the asymptotic expansion of ˆˆ[ ( )]E βy θ  up to the order 

1n−  in order to obtain the bias of AIC, as follows:   
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Therefore, combining (3) and (4), the bias of AIC as the main result of our work is given 
by:  
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