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Let {Xi, i ≥ 1} and {Yi, i ≥ 1} be stationary sequences of random variables observed from SDE’s

driven by processes with stationary increments, respectively. Assume that {Yi} can be represented

by

Yi = m (Xi) + σ (Xi) εi,

where {εi} is a sequence of i.i.d. random variables which are independent of {Xi}. The regression

function m (·) is smooth except for at τ defined by

m (x) = m0 (x) + γI[τ,1] (x)

where γ > 0, m0 ∈ C2 and τ is called a change-point of the regression function. We consider an

estimation of the change-point τ for the regression function m (·) in the case when the sequence of

random variables {(Xi, Yi) , i ≥ 1} satisfies the strong mixing condition from the view points of time

series analysis for mathematical finance.

Let {(Xi, Yi)} be a strictly stationary sequence of random vectors satisfying the strong mixing

condition. As an estimator of m(·), we consider

m̂(x) =

n∑
i=1

wi(x)Yi

n∑
i=1

wi(x)

where

wi(x) = K
(
x−Xi

hn

)
(S2(x)− (x−Xi)S1(x)), i = 1, · · · , n,

Sl(x) =
n∑
i=1

(x−Xi)
lK
(
x−Xi

hn

)
, l = 0, 1, 2,
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K is a kernel and {hn} is a sequence of positive numbers such that hn ↓ 0 and nhn →∞.

Define the estimate of τ as a value of t that maximizes γ̂(t) over κ = [hn, 1− hn]:

τ̂ = inf{t ∈ κ; γ̂(t) = sup
x∈κ

γ̂(x)}. (1)

We exclude right and left edges of κ since 0 and 1 are themselves discontinuous points.

To investigate the asymptotic behaviour of τ̂ define

Ln(z) = α(n, hn)
{
γ̂
(
τ +

hn
β(n, hn)

z
)
− γ̂(τ)

}
, z ∈ [−M,M ].

For M large enough, we have

τ̂ = arg sup
z∈[−M,M ]

Ln(z). (2)

Let p = p(n), q = q(n) and k = k(n) be integer valued functions of n such that p(n) ↑ ∞,

q(n) = o(p(n)) ↑ ∞, and k(n) = [n/(p(n) + q(n))] ↑ ∞.

The next theorem is an extension of Gregoire-Hamrouni (2001) to dependent random vectors.

Theorem 1 Let {(Xi, Yi)} be a strictly stationary strong mixing random vectors such that for some

δ > 0

E|Yi|2+δ <∞ (3)

and
∞∑
n=1

α
δ

2+δ (n) <∞. (4)

Assume further that hn → 0, khn →∞ and conditions H1-H3 are satisfied. Then, we have

Ln ⇒ L on D[−M,M ],

where

L(z) = − λ3

fX(τ)
γ(τ)|z|+ λ1

fX(τ)
N (z),

with N (z) defined by

N (z) =



N+
z∑

i=1

(−γ(τ)− 2σ(τ)ε+i ) (z ≥ 0)

N−z∑
i=1

(−γ(τ) + 2σ(τ)ε−i ) (z < 0).

The sequences (ε+i ) and (ε−i ) are independent and built with i.i.d. sequences as εi). N+
z and N−z

are independent homogeneous Poisson processes with λ2 as parameter and are independent of the

sequences (ε+i ) and (ε−i ).
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