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This study proposes a method that allows for
fast computation of European option prices un-
der general diffusion processes of the spot price.
Fast computation is possible using the Fourier
transform (FT) approach to the pricing of op-
tions. This approach depends crucially on the
availability of analytical expressions for the char-
acteristic function of the log spot price. In real-
ity, however, there are many models proposed in
the literature that have no such expression. This
study then obtains an analytical approximation
of the characteristic function, which makes the
FT approach still viable. The computational
burden is of almost the same magnitude as that
for affine diffusion models having analytical ex-
pressions for the characteristic function, while
high accuracy is possible.

The FT approach, introduced in option pric-
ing by Heston (1993), first obtains the Fourier
transform of the option value, which is then re-
covered by the inverse transform. This seem-
ingly roundabout approach is powerful and be-
comes increasingly popular for two reasons.
First, realistic modeling is possible, because
there are certainly many cases where the option
value does not have an analytical expression but
its Fourier transform does, allowing for model
extension. Second, the computational burden
is relatively miner compared with other numer-
ical techniques such as the Monte Carlo (MC)
and Finite Difference methods. Although nu-
merical integration is required for the inverse
transform, this can be computed quickly using
the fast Fourier transform method.

There are, however, many other models pro-
posed in both the time-series and option pricing
literatures that do not have analytical expres-
sions for the characteristic function, and hence
the FT approach cannot be utilized. One no-

table example is a model that has both stochas-
tic volatility (SV) and constant elasticity of vari-
ance (CEV), as proposed by Jones (2003), and
Melino and Turnbull (1990) for pricing options,
and by Brenner et al. (1996), and Gallant and
Tauchen (1998) for describing the dynamics of
the instantaneous risk-free rate. The CEV op-
tion pricing model alone has potential to control
the volatility level, which tends to be high (low)
when the spot price level is low (high). This can
generate negative skewness of the conditional re-
turn distribution and thus the implied volatility
smirk. Furthermore, Jones (2003) reports that a
CEV model of the volatility process is appropri-
ate for capturing the observed behavior, which
tends to be intensive when the volatility level is
high. A more descriptive option pricing model,
therefore, seems to have SV with CEV for both
the spot price and volatility processes. However,
analytical expressions for the characteristic func-
tion are generally unavailable. Another example
is a model with a stochastic risk-free rate. In a
theoretical viewpoint, the stochastic nature of
the risk-free rate is endogenously derived from
equilibrium models. Also, in a practical view-
point, the risk-free rate needs to be stochastic
when its variation strongly affects the variation
in the spot price. In this case, modeling the in-
stantaneous correlation between the spot price
and the risk-free rate seems particularly impor-
tant. However, even though a tractable one-
factor model of the risk-free rate, such as the
Cox et al. (1985) model, is assumed, the Fourier
transform of the option value cannot be obtained
in closed form, unless very strong restrictions are
placed on the diffusion term of the spot price.

This study attempts to make the FT ap-
proach feasible under such models by employing
an approximation to the characteristic function.
Since the characteristic function is given basi-



cally by the (conditional) expectation, a method
originally proposed by Shoji (2002) can be ap-
plied: conditional moments of diffusion pro-
cesses are computed as the solution to a sys-
tem of ordinary differential equations. Then, the
computational burden does not increase drasti-
cally from that for some affine diffusion mod-
els in which the characteristic function is ob-
tained by solving ordinary differential equations,
known as the Riccati equations.

Numerical experiments are performed to ex-
amine the accuracy of the approximation, where
benchmark option prices are obtained by the
MC method. A model is considered that has
CEV for both the spot price and volatility pro-
cesses. The stochastic risk-free rate can be incor-
porated, which possibly correlates with both the
spot price and volatility. For comparison pur-
pose, an experimental setup regarding maturity
length, moneyness, and parameter values is con-
sidered with reference to Hull and White (1987).
The numerical results show that the third-order
approximation generally achieves high accuracy,
except the case where a volatility parameter of
the volatility process is large. When mean re-
version of the volatility process is relatively fast,
the second-order approximation also exhibits a
good performance.

References

Brenner, R. J., R. H. Harjes, and K. F. Kroner,
1996, “Another look at models of the short-term
interest rate,” JFQA, 31, 85-107.

Cox, J. C., J. E. Ingersoll, Jr., and S. A. Ross,
1985, “A theory of the term structure of interest
rates,” Econometrica, 53, 385-407.

Gallant, A. R., and G. Tauchen, 1998, “Repro-
jecting partially observed systems with applica-
tion to interest rate diffusions,” JASA, 93, 10-24.

Heston, S. L., 1993, “A closed-form solution for
options with stochastic volatility with applica-
tions to bond and currency options,” RFS, 6,
327-343.

Hull, J., and A. White, 1987, “The pricing of op-
tions on assets with stochastic volatilities,” JF,
42, 281-300.

Jones, C. S., 2003, “The dynamics of stochastic
volatility: evidence from underlying and options
markets,” J. Econometrics, 116, 181-224.

Melino, A., and S. M. Turnbull, 1990, “Pricing
foreign currency options with stochastic volatil-
ity,” J. Econometrics, 45, 239-265.

Shoji, I., 2002, “Approximation of conditional
moments of diffusion processes,” Int J. Com-
putational and Numerical Analysis and Appli-
cations, 1, 163-190.


