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Abstract

This paper deals with the problem of testing for a unit root in the semiparametric setup of the

near-integrated processes proposed by Phillips (Biometrika, 1987). A sequence of transforms

is introduced which is called the quarter Fourier transform (QFT) and defined according to

the spectral decomposition of the random walk. The transforms z̃k, k = 1, . . . are slightly

different from the ordinary finite Fourier transforms. The asymptotic distribution of a finite

segment of the sequence which corresponds to the K lowest frequencies is explicitly derived and

hence the likelihood function of the semiparametric model is given. The maximum likelihood

estimate of α and the t-statistic for α are shown to have the same asymptotic null and alternative

distributions as those of the familiar tests such as Phillips’ Zρ and Zτ , if we let K slowly to

infinity. A consistent estimate of the long run variance is also obtained from the likelihood.

The approach is generalized for the model with unknown level and the model with linear deter-

ministic trend.

Main result of the paper

This paper considers the following model as the DGP:

xt = dt + yt,

yt = ρyt−1 + wt, t = 1, . . . , T

where dt is a determinsitic trend term and ρ is localized as ρ = 1 − α

T
and the error term wt

satisfies the suitable condistions.
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is introduced. The asymptotic distribution of z̃K =
(
z̃1, z̃2, . . . , z̃K

)′ is multivariate normal,
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, where GK(α) = diag{dK0(α)} − α(1 + e−2α) dK1(α) d′

K1(α), where dK0(α)



and dK1(α) the K-dimensional vectors with their k-th entries 1/(α2 + C2
k) and (−1)k−1/(α2 +

C2
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From this and the fact that

log GK(α)/GK(0) → α and BK(α) → 2 as T → ∞, we have an estimator α̂K = −
(
ṽ2
K − s̃2

K

)
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.

The main result of the paper is that if KT is such that KT → ∞ and KT /T → 0, under

suitable conditions on the error term,

α̂KT

d→ −

∫ 1

0
Jα(τ)dJα(τ)∫ 1

0
Jα(τ)2dτ

,

where Jα(τ) =
∫ τ
0 exp

{−α
(
τ − τ ′)} dW (τ ′) is the Ornstein-Uhlenbeck process.


